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ABSTRACT

This Thesis addresses the application of a formal model for risk assessment to
real-time embedded software development projects. It specifically targets the use of
existing military and defense software development projects as a way to validate, or
refine the fdnnal model. In this case the Nogueira model." Data will be gathered from
real projects and analyzed through use of the Nogueira model. Selected projects were
based on specific criteria, listed later in this Thesis. This is, in essence, a “post mortem”
of these projects. It gives the ability to compare the model’s predictions against what the
real data .collected from the projects indicated. Results will be reported with our
conclusions as to the model’s viability for use in determining risk as to probability of
completion given the time allowed for the projects. These are data points in the validation
~of the model and the results, good or bad, cannot be used as a definitive substantiation of

the model’s fitness for use on other real projects.

! J.C. Nogueira, “A Formal Model for Risk Assessment in Software Projects,” Software Engineering
Department Naval Postgraduate School Ph.D. Dissertation, September 2000: 2
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I. INTRODUCTION

A. PURPOSE

The purpose of this Thesis is to assess the practical use of the Nogueira formal
model for risk assessment on real-time embedded software development projects. The
use of formal models for assessing risk in software projects is an emerging methodology.
In the case of the Nogueira model for risk assessment, application to real-world software
development projects has been extremely limited. In that light, this Thesis presents the
model’s post mortem application to real-world software development projects. An
analysis of how well the model tracks to the actual software’s development is
documented, compared and contrasted against simulated data from the Nogueira
dissertation.
B. PREPARATION

We found that developing project selection criteria, and a data collection plan,
essential in selecting viable projects for our Thesis to meet the timelines and resources
available. These criteria prevented us from pursuing false or untenable paths. Further,
we found that having a strong Integrated Product Team (IPT) relationship with the
developer essential to collecting the necessary data. If this does not exist, significant time
and effort must be planned for to establish the necessary relationships. In future work,
tailored selection criteria and data collection plans could be developed for new timelines
and resources and for applying this method to projects at their beginning instead of post
mortem.  In addition, we could investigate developing plans for projects developed

without Object-Oriented techniques and CASE Tools as well.




C. BACKGROUND

In the software evolution domain, risk assessment has not been addressed as part
of previous models. Iﬁ the various enhancements and extensions, the graph model does
not include risk assessment steps; hence, risk management remains a human-dependent‘
activity that requires expertise.” Risk is defined as the product of a future outcome times
the probability of an occurrence of such an outcome. The outcome could be negative, a
loss (this is the general approach that all previous research has applied), but could also be
positive leading to a gain.’

As the range and complexity of computer applications have grown, the cost of
software development has become the major expense of computer-based systems
(Boehm, 1981), (Karolak, 1996). Research shows that in private industry as well as in
government environments, schedule and cost overruns are tragically common (Lugi,
1989), (Jones, 1994), (Boehm, 1981). Developing software is still a high-risk activity.
Despite the advances in technology and CASE tools, little progress has been done to
improve managing software development projects (Hall, 1997). The acquisition and
development communities, both governmental and industrial, lack systematic ways of
identifying, communicating and resolving technical uncertainty (SEI, 1996). Research
shows that 45 percent of all the causes for delayed software deliveries are related to

organizational issues (vanGenuchten, 1991).4

2).C. Nogueira, “A Formal Model for Risk Assessment in Software Projects,” Software Engineering

?eganment Naval Postgraduate School Ph.D. Dissertation, September 2000: 5

J.C. Nogueira, “A Formal Model for Risk Assessment in Software Projects,” Software Engineering

Department Naval Postgraduate School Ph.D. Dissertation, September 2000: 4

e Nogueira, “A Formal Model for Risk Assessment in Software Projects,” Software Engineerin g
Department Naval Postgraduate School Ph.D. Dissertation. September 2000: 20




Current experience suggests that building and integrating software by
mechanically processable formal models leads to cheaper, faster and more reliable
products (Luqi, 1997). Software development processes, such as the Hypergraph model
for software evolution (Lugi, 1997) and the Spiral model (Boehm, 1988) have improved ”
the state of the art. However, they share a common weakness: risk assessment.’

In this Thesis we focus on the Nogueira model, as it is a formal model for risk
assessment for use in software projects, and its creation was based on addressing the risk
assessment issue. Presently, the Noguéira model provides a theoretical basis for
automatically assessing and identifying risks early in a project’s development. It is this
aspect that we are trying to validate, post mortem, and is the focus of our Thesis.

D.  RESEARCH QUESTION

Can the Nogueira model for f_ormal risk assessment be applied to real-world
projects with a degree of assurance that it can predict risk that correlates closely to real
data?

E. SCOPE

The scope of this Thesis encompasses the collection and gathering of software
project data from two real world, real-time, embedded software development efforts. It
then feeds that data into the model for analysis and prediction of risk as related to the
probability of successful completion given the original schedule constraints. As this is a
post mortem of existing projects, the actual project completion data are known. It was

expected that the comparison of the actual known data would have a high correlation to

S1C. Nogueira, “A Formal Model for Risk Assessment in Software Projects,” Software Engineering

Department Naval Posteraduate School Ph.D. Dissertation, September 2000: 1




the Nogueira model predictions and would contribute to the Nogueira model’s

refinement, calibration, and validation for its further use in real world applications.

F.

ORGANIZATION

This Thesis is organized into the following chapters:

Chapter I presents a brief but concise introduction to our Thesis composition and
organization. It contains a succinct description of the purpose, background, and

scope of this Thesis, as well as presenting our research question.

Chapter I presents an overview of previous research focused on software risk
assessment on which this Thesis is based. We have leverage the prior work of Dr.
Juan Carlos Nogueira, inventor of the Nogueira Formal Model for Risk
Assessment.

Chapter III introduces our detailed selection criteria and the reasoning behind the
selection of our two candidate software projects, as well as, the application of the
Nogueira formal model for risk assessment to the two selected software projects.
Chapter IV presents the actual Nogueira formal model computations and
calculations. It presents the ideals of Complexity (CX), in the form of Large
Granularity Complexity, Requirements Volatility (RV) as, calculated by the
Change Rate (CR), related to Birth and Death rates of requirements, as well as,
their use to feed the Nogueira model fof prediction of completion probabilities.
Chapter V presents our data collection methods and assumptions. It demonstrates
our use of the Nogueira formal model as fed by the input metrics of Requirements
Volatility (RV), Complexity (CX), in the form of Large Gain Complexity. (LGC)

and the Efficiency Factor (EF), detailed calculations, using the actual data




collected from the two selected software projects, are given here. In addition, a
detailed comparison and contrast of the two selected software project’s Bi-
dimensional plots are provided.

Chapter VI presents a comparison of our two project’s calculated LGCs versus the
Nogueira LGC equation. It provides our explanation as to any differences or
similarities seen when the compaﬁsons are made.

Chapter VII presents the thought process and logic behind our determining the
Nogueira Efficiency Factor (EF) metric assumption. We made an assumption
because it was necessary to allow us to continue our Thesis research. Details as
to why the assumption was made are given here.

Chapter VII presents the actual analysis of the Nogueira formal model’s
predicted probability of completion when fed in actual metrics calculated by
actual project data. The model’s estimated probability of completion is compared
to the actual data collected from our two software projects, and our explanation as
to any differences or similarities seen when the comparisons are made is given
here.

Chapter IX presents a comparison of our two prc;ject’s actual code sizes versus
the Nogueira estimations. It provides our explanation as to any differences or
similarities seen when the comparisons are made.

Chapter X presents conclusions, a summary of the contribution of this effort,
lessons learned from this effort, and a summary of the findings of this research,
answers to the research question, and recommendations for further research and

study.
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II. PREVIOUS WORK
This Thesis applies previous research® on software project risk assessment,
namely predicting the success of the project. The only ways to evaluate the degree of
success of a project are (a) to compare planned and actual schedule, (b) to compare
planned and actual costs; and (c) to compare planned and actual product characteristics.
Software reliability, an emergent branch of software engineering, has addressed this last
part. However, the first two issues have not yet been emphatically addressed.
For many years research has greatly increased our knowledge 6f software
projects. Among such software laws, it is known that:
e Manpower and tirﬁe are not interchangeable (Brooks, 1974).
e Human productivity rates are highly variable, and function and size are highly
correlated with errors and duration of the project (Putnam, 1980).
e The majority and most qostly errors are introduced during the requirements phase
(Boehm 1981).
* Life-cycle manpower patterns follow tailed probability curves (Norden, 1963),
(Putnam, 1980, 1992, 1996, 1997), (Boehm, 1981).
e Standards, good practices, guidelines, and heuristics improve the development
process (Humphrey, 1989).
At present, there are Computer Aided Software Engineering (CASE) tools that
can improve productivity. Also, Macro models can estimate, with different degrees of

success, the effort and duration of software projects (Albrecht, 1979), (Boehm, 1981,

1.C. Nogueira, “A Formal Model for Risk Assessment in Software Projects,” Software Engineering

Department Naval Postgraduate School Ph.D. Dissertation, September 2000: 1




2000), (Putnam, 1997). What is not available is a model of the internal phenomenology
of the software life cycle. Without the knowledge of such a model, scientific risk
assessment is almost impossible. The software process is a set of activities with
dependency relationships that occur over a certain period of time. From this point of view
software development projects do not differ from any other type of project. At the
beginning of such a process, a great deal of uncertainty exists. This uncertainty can be
reduced through effort, which can be expressed as time and cost. As time goes by, the
level of uncertainty usually decreases because more information becomes available.
Unfortunétely, the main resources (time and budget) are interrelated and must be
traded off. So project managers, as decision-makers, must choose between making early
decisions with a great deal of uncertainty, or postponing decisions by trading time for
information. The concept of early measure is emphasized because recognizing the risks in
the early phases of software development increases the probability of success, and
therefore, improves the competitive advantage. The focus of this research is on
automatically collectable measures since risk identification should be as objective as

possible and not impose any substantial additional workload.




III. APPLICATION OF THE FORMAL MODEL

After studying the Nogueira Dissertation, and before considering any candidate
projects for this Thesis, we consulted with Dr. Juan Carlos Nogueira. As a result, we
established a set of desired criteria to help in determining which were the most viable |
projects for application of the model.
A. PROJECT SELECTION CRITERIA

The following selection criteria were used in selecting the projects for our study:

e The projects were recent DoD development projects utilizing the Software

Engineering Institute, Capability Maturity Model, (CMM)’ level 2 processes

or better which had the necessary metrics and data available (figure 1.)

- Op Hmizing (5)
Focus on conunuous 1
FYOCESS unpwvement

Fairlsy well understood

oo Imtnl(l) N
Unpredlctable and
orlvcontro]]ed

—

Figure 1 Five Levels of the Capability Maturity Model (CMM)

e The projects had worked through the lifecycle phases of an evolutionary

development, in this case an evolutionary spiral model®.

7 Carnegie Mellon University, Software Engineering Institute, The Capability Maturity Model (Addison
Wesley 1994) 32-35.

¥ Department of the Airforce STSC - Guidelines for successful acquisition and management of software
intensive systems, version 2.0, dated June 1999, Chapter 3




* The project used Object-Oriented Methodology (OOM)

* The project contained multiple Computer Software Configuration Items
(CSCIs)

® The project was Coded in Ada

¢ The software was real-time embedded

® The project used a Computer Aided Software Engineering, (CASE) tool.

B. THE CANDIDATE PROJECT SELECTION PROCESS

Three real projects were considered as possible candidates for our research, with

the specifics for evaluation of each one listed below:

* The first project used an Evolutionary Spiral lifecycle model. It used Object-
Oriented methodology. It was composed of five Computer Software
Configuration Items. It used Ada. It was real-time embedded, it used
Rational Rose as a Computer Aided Software Engineering tool, and the
developer was operating at SEI level 3. In addition, software metrics from
three builds over a period of three years had been kept. This project met all of
our ideal project selection criteria; ‘we selected this as our first candidate
project.

® The second project originally used an incremental build lifecycle model and
not an evolutionary model. It originally used Functional Decomposition
methodology. It was composed of six Computer Software Configuration
Items. It used Ada and assembler. It was‘real-time embedded. It did use
upper CASE tools, like Requirements Traceability Matrix (RTM), it did not

use lower CASE tools such as Rational Rose. The development effort initially

10




was performed in an Ad-hoc manner with little software process involved and
had experienced extreme volatility and poor metrics early in its development.
However, due to a major restructure and overhaul of the project, and a shift of.
focus to institutionalizing software processes, (SEI CMM level 3
certification), the project migrated to Ada, and began using a modified
Incremental Build lifecycle model. In addition, suitable software metrics
from two recent builds were available. Although this project did not meet all
of our ideal project selection criteria, i.e., it did not use a lower CASE tool and
had limited available metrics, we selected this as our second candidate project
because we felt the data was sufficient to analyze and draw conclusions.

The third project used an Incremental Build model. It used functional
decomposition. It was composed of five Computer Software Configuration
Items. It used Ada. It was real-time embedded, and used only an upper
CASE tool, RTM; it did not use A lower CASE tool like Rational Rose. The
project had just completed analysis and design, and was begiﬁning code
development. It had not completed a first build yet, so consequently metrics
were insufficient for our use. Most importantly, actual complete times were
not yet known, and would not be within the schedule constraints of the current
research. Consequently, we deemed this project unsuitable for our study until

it progresses further in its development.

11




C. ADDITIONAL FACTS OF THE TWO PROJECTS SELECTED

1. Candidate Project One

The first project selected never completed as it was defunded due to external
Department of Defense considerations. Built In Test (BIT) Diagnostics requirements
were deferred at the beginning of the second build until the third build and then to a forth
build which was never built due to the defunding. Because of this, we believed the first
and second builds were corrupted for the purposes of calculating accurate durations.
Therefore, even though Requirements Volatility (RV), Birth Rates (BR), and Death Rates
(DR) were calculated for the three builds, only build three’s data was used to validate the
Nogueira model against our project. Nevertheless, we did use all of the three builds data
to generate a bi-dimensional plot for purposes of requirements stability analysis and

correlation to actual project events. An analysis of the bi-dimensional plot data is given

later in section V.A.1 of this Thesis.

2. Candidate Project Two

The second project selected, and the organization developing it, had matured over
a six-year period from a Software Enging:ering Institute (SEI) Capability Maturity Model
(CMM) Level 1 to a level 3. Consequently, they had not collected the necessary data
required for this study earlier in the project. Data was available for the period March
through October 2000, which encompéssed the late stages of one build and the
development of a second build. Core functionality on three Computer Software
Configuration Items (CSCIs): Fire Control (FC), System Manager Software (SMS), and
Operating Environment (OE) had been developed and validated. The software builds

during this period involved addition of functionality to the Command and

12




Communications (C2), Vehicle Diagnostics Management System (VDMS), and Soldier
Machine Interface, (SMI) CSCIs. Also, Problem Change Requests (PCRs) were
corrected in this time. frame. In addition, this project had gone through extensive testing.
and user trials at government test sites; processes and requirements were stable and
consequently requirement volatility was low. This data is further described in a bi-

dimensional plot given in section V.A.1 of this Thesis.

13
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IV.  THE CALCULATION OF THE NOGUEIRA MODEL PARAMETERS
A. THE PHENOMENA

When using the third iteration of the Nogueira model, we noted strange
phenomena occurred in the model. When RV exceeded 40 percent, the Beta element of
the algorithm went negative reversing the probability prediction. To verify that this was
truly occurring, we continued to input additional higher RV percentages. As the higher
RV percentages were input, the model began predicting shorter completion times, and
higher probabilities of success, which projéct experience and logic would dispute. As
such, we decided to consult Professor Berzins on our discovery. We were able to repeat
the phenomena for Professor Berzins, and this resulted in the refinement of the third
model’s algorithm thus creafing the fourth iteration of the Nogueira model.

In this Thesis we’re assessing the updated fourth model. For the purposes of a
tool, we originally programmed an MS Excel spreadsheet with the fourth algorithm of the
Nogueira model to allow us to exercise “what if” scenarios. However, our tool was
limited in that it did not geﬁerate a graph depicting the probability curve. Another
student at NPS, CPT Michael Murrah, took our original spreadsheet model and extended
it. The new tool combines the effects of all four models graphically and by déta, (figure

2.) This tool is available from the Naval Postgraduate School.

15




E All Models

I 1.5

PR m—Nodel 1
£ —=Model 2

| 03 'Model 3 i
‘ ° i ; e Model 4 i
H 0 20 40 60 80 |=——s50.0 |}

: 877
Alpha 1.95

7.956519821 Beta 8.499165678

Gamma 48.83023602

) EA - 0]
t {days) t {days) ”
imonths months
Model 1* Model 4** !
i

Used when RV is
smalf.

*CX >= 600 LGC
"RV <= 67%

: mma.z.c___
~if RV increases then P{ti ded
>~HCXi mcreg§gs then P(Q de

Figure 2 Nogueira Formal Model Tool (Ms Excel)

B. THE ESTIMATING MODEL PARAMETERS CALCULATIONS

We determined the two-selected project’s predicted completion times by
calculating two of the three input metrics from the Nogueira model: Complexity (CX)
and Requirements Volatility (RV). The third input metric, Efficiency (EF) was assumed,
and an explanation of why is given in section VII of this Thesis.

We collected the following data for use in the input metrics calculations.

Independent data collection from the developer was realized via already established

16




developer and Government relationships. In essence, we had full access to all of the

project’s data.

17
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V.

THE REQUIREMENTS VOLATILITY (RV) METRIC CALCULATION

We calculated the Requirements Volatility (RV) input metric using the Nogueira

model method®. The RV input metric was calculated using data collected on the projects.

The specifics of each project’s RV calculations are as follows:

A. BIRTH RATE (BR), DEATH RATE (DR), AND REQUIREMENTS

VOLATILITY (RV), ANALYSIS:

1.

First Project

For the first project, the RV input metric was calculated using data collected on

the three separate builds. Below are the specifics of the builds:

3 Builds

Build 1, 10/23/98 — 12/18/98
Build 2, 01/01/99 — 02/26/99
| Build 3, 02/26/99 — 01/28/00

Definitions

RV=BR % +DR %

Birth Rate, BR

Death Rate, DR
BR = (Added Rgmts + Changed Rqmts) / Total Rqmts x 100 %
DR = (Deleted Rgmts + Changed Rqmts) / Total Rqmts x 100%

First project’s requirements volatility data by month

Month | Oct98 |Nov98 [Jan99 -|Feb99 [Mar99 |Apr99 [May99 [ Jun99
Year

RV% 81.3% 1.5% 75% 7.6% 1.2% 0% 3.1% 4.8%
BR% 22.8% |[0.5% 35% 3.7% 0.8% 0% 1.3% 3.0%
DR% 58.5% 1.0% 40% 39% °  10.4% 0% 1.8% 1.8%
Month | Jul 99 Aug99 |Sep99 |Oct99 | Nov99 |Dec99 |[Jan00

Year

RV% 0% 0% 53.3% 3.03% 29.8% 5.45% 17.7%

BR% 0% 0% 19.7% 1.56% 15.0% 2.93% 8.0%

DR% 0% 0% 33.6% 1.47% 148% [2.52% |[9.7%
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First project’s requirements volatility data by software build

Build 1 (098 —N98)  Build 2 (J99-F99) Build 3 (M99-J00) Project

RV =33.6% RV=41% RV=9.6% RV =168%
BR=125% - BR=193% BR =4.5% BR=7.5%
DR =21.1% DR =21.7% DR =5.1% DR =9.3%

Please note that we decided to use only Build 3 data for our model calculations
and comparisons due to the fact that builds 1 and 2 were “manipulated.” In this case,
requirements were deferred to build 3 and eventually to build 4, which was never built
because of deprogramming. Schedule and Cost requirements (over Performance) were
met by deferring BIT requirements, stabilizing the core product, then introducing BIT
requirements. This last step was not accomplished because of the previously mentioned
defunding.

A bi-dimensional plot of the three builds was made to note trends at a macro level

(figure 3.) Builds 1 and 2 fell in the volatile region while build 3 was in the stable region.

°1.C. Nogueira, “A Formal Model for Risk Assessment in Software Projects,” Software Engineering

Department Naval Postgraduate School Ph.D. Dissertation, September 2000: 117
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Figure 3 First Project RV by Builds

This correlated with the removal of the BIT Diagnostics requirements at the
beginning of build 2. Deferﬁng the BIT Diagnostics until a later build after the core
product became stable was arguably an astute move; however, it would have been better
to have this in the planning up front. |

So, it appears trying to develop your diagnostics software before your core
product is stable is not prudent, better to defer until the core product is stable. We believe
the bi-dimensional plot is a useful tool for comprehending this. If fhis project had this
tool they may have been able to come to grips with this sooner. Future work with the bi-
dimensional plot could help demonstrate and 'make generally known the ‘impacts of

developing diagnostics before the core product is stable.
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A bi-dimensional plot of build three by month (figure 4) was made to note trends
at 2 micro level. BR and DR data for the eleven months of this build, Mar 1999 through

January 2000 were plotted.

[ First Project Build 3 RV by Months |
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Figure 4 First Project - RV Plot Build 3 By Month

This Bi-dimensional plot shows build three’s volatility trending into the stable
region, two months September 1999 and November 1999 went into the voia‘tiie region
with the last month of this build January 2000 retuning to the stable region. The
requirements volatility cycled from stable to unstable twice with the overall trend to the
stable region. It appears that deferring the diagnostics had a stabilizing effect. This trend,

at the micro level, is behaving like a2 dampened sinusoidal (figure 5.)
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Figure 5 First Project Build 3 BR/DR Trends by Month

This would have been an interesting phenomenon to observe to confirm if the
trend continued and that requirements indeed stabilized and stayed in the stable region of
the Bi-dimensional plot. We believe this would have been the case. We believe these
cycles were process driven. However, this does highlight the imgortance of not reacting
to limited data points at a micro level and that people evaluating project metrics should
have a working knowledge of projects and their processes, otherwise wrong conclusions
can be reached and counterproductive actions could be taken. We believe actions by
managers here would have likely worsened the situation. The Bi-dimensiona! plot has
proven to be a useful tool for identifying trends and assessing relative volatility versus

looking at data in tables.




2.

Second Project

For the second project, the RV input metric was calculated using monthly data

collected over an eight-month period.

Eight Months
Build 1 Mar — May 2000
Build 2 Jun - Oct 2000

Definitions ‘
RV=BR %+DR %
Birth Rate, BR
Death Rate, DR

BR = (Added Rqmts + Changed Rgmts) / Total Rgmts x 100 %
DR = (Deleted Rgmits + Changed Rqmts) / Total Rgmits x 100%

Second project’s Requirements Volatility Data by Month

Month | Mar00 |Apr00 |May00 [Jun00 |Jul00 Aug00 |Sep00 | Oct00
Year _
RV 0% 0% 0% 324% |4.47% 5.58% 5.65% 9.22%
BR 0% 0% 0% 1.16% 1.90% 2.33% 241% 5.14%
DR 0% 0% { 0% 2.08% 2.57% 3.25% 3.24% 4.08%

Second project’s Requirements Volatility Data By Software Build

Build 1 (March — Mavy) Build 2 (June — Oct) Project
RV=0% RV=324%-9.22% 5.63%
BR=0% BR=1.16% - 5.14% 2.59%
DR= 0% DR =2.08 -4.08% 3.04%

A bi-dimensional plot of the two builds was made to note trends at 2 macro level

(figure 6.)
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Figure 6 Second Project’s Bi-Dimensional Plot of the 2 Builds

The Requirements Volatility Data from this eight-month timeframe captures the
end of a software incremental build. March, April, and May, which showed RVs of 0%,
represents a timeframe when a build was nearing completion and changes to requirements
had already been identified and corrected.

When the next build began in the June through Octoﬁer timeframe, the renewed
activity is seen in the RV calculations, which shows the new functionality requirements
being refined and corrected. A bi-dimensional plot of build two by month was made to
note trends at a micro level (figure 7.) BR and DR data for the five months of this build,

June 2000 through October 2000 were plotted.
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All BR, DR plots fall in the stable region of the bi-dimensional plot with a slight
trend up as the build progressed. This slight trend up is attributed to the introduction of
new Command and Control (C2), and Soldier Machine Interface (SMI) functionality, as
well as, the fact that vehicle diagnostics were also being matured. Further, we believe
this slight trend up in the requirements volatility, as the build progressed, reflects 2 CMM
level 3 organization refining and documenting the requirements for the new functionality.
In situations such as this, it is prudent to check the nature of the changes to ascertain if
they are major or minor changes. In this case, most changes were minor which
collaborated the opinion that requirements were stable. Moreover, it is worth noting that
this software build was Configuration Management (CM) release&, Formal Qualification

Tested (FQT), government stress tested, and successfully underwent user operational




testing. However, additional bi-dimensional plots from other projects and releases would
be helpful in developing the use of, and validity of bi-dimensional plots.

We find the bi-dimensional plot a useful tool to analyze RV data with project
activity and validate expert opinion. Of interest and note is that the search and analysis of
RV data was done in the same development organization that had achieved 2 SEIl CMM
level 3 rating. Data was not universally kept across the three projects, the first project
had kept RV data from the outset, and this may have been due in part because it was
started after the organization had achieved a CMM Level 2 rating and used a lower
CASE tool. The other two projects had started keeping the data relatively late, March
2000.

The developers pursuit of CMM level 4 is having a positive effect on the
collection of RV data; from this we surmise that application of the Nogueira method is at
the level of CMM level 4. The conclusion we are drawing from this is that even with an
organization that is a CMM level 3, and is committed to achieving CMM level 4, a
Project Management Office cannot expect to get RV analysis soon enough to proactively
manage a project. They sﬁll must rely on experienced software managers who can assess
project status real-time based on expert opinion. At present, this RV data is useful to
confirm that our management and process is on track but not timely enough to be useful
as a management tool. Also, in untrained hands this RV data could lead to erroneous
conclusions. W. Edwards Deming pointed out, variance occurs, and if untrained
managers cannot tell the difference between variance and trends they can wind up

chasing variance and severely hampering a project.'®

" W. Edward Deming, Out of the Crisis (MIT Press Nov 1989) 309
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Interest in keeping the data has been renewed since a CMM level 4 audit pointed
out process deficiencies and their desire to achieve a CMM level 4 should tighten this up.
The conclusion we are drawing from this is that even with an organization that is a CMM
level 3, and is committed to achieving CMM level 4, a Project Management Office
cannot expect to get RV analysis soon enougﬁ to proactively manage a project. They still
must rely on experienced softwafe managers who can assess project status real-time
based on expert opinion. At present, this RV data is useful to confirm that our
management and process is on track but not timely enough to be useful as a fnanagement
tool. Also, in untrained hands this RV data could lead to erroneous conclusions. W.
Edwards Deming pointed out, variance occurs, and if untrained managers cannot tell the
difference between variance and trends they can wind up chasing variance and severely
hampering a project.’’

A future research opportunity would be to gather a statistically significant RV
database, from many projects, %md establish guidelines on assessing RV plots, variances,
and trends. We believe it is unrealistic and unwise to expect to, or endeavor to, eliminate
the expert opinion of experienced software practitionérs. Additionally, we believe the
wise and realistic goal is to develop tools that will help them to perform their jobs more
effectively. Further we believe the RV, BR, DR, and bi-dimensional plot has the
potential to do this but guidelines based on statistically significant project data should be
developed before this tool is released, otherwise it is likely to cause more havoc then

help.

' W. Edward Deming, Out of the Crisis (MIT Press Nov 1989) 309




B. REQUIREMENTS STABILITY

As with the Bi~dimensiona1 plot, additional charts are shown in this section to
demonstrate the specifics of the volatility of requirements throughout each of the selected
projeét’s software development lifecycles.

1. First Project

As you look at the chart (figure 8) you will observe that there are fairly high
volatility rates starting at 33.6% for build one and increasing to 41% for build two, then
dramatically dropping in build three to 9.6%. This correlates with the previous
explanation of the bi-dimensional plot, as research indicated that in the first year and a
half of the project’s effort, intercommunication between Systems Engineering and
Software Engineering was nearly nonexistent. In essence, it created a situation where
system requirements were being aliocat;d down to software without input from Software
Engineering. This resulted in copious re-work at the software requirements level as the
system level requirements were constantly being changed. Management finally
recognized that this was a significant problem when the project started to slip schedule by

approximately a year, and exceeded budget by one million dollars.




First Project’s RV by Builds

Build 1 Build 2 Build 3

Figure 8 First Project’s Rv Plot by Builds

At this point management took radical action to correct the intercommunications
problem by establishing an Integrated Product Team (IPT) enabling the involvement of
System Engineering with Software Engineering. An Engineering Review Board (ERB)
was established where all changes had to be formally boarded and agreed to before a
requirement could be added or changed. The ERB was co-chaired by the lead Systems
Engineer and the lead Software Engineer. This dramatically reduced the rate at which
requirements were changed, leading to a fundamental stébilization of the system and
hence software requirements. In addition to this, as stated before, significant
functionality - BIT Diagnostics, was deferred in order to meet schedule and cost
limitations. An additional chart is included (Figure 9) illustrates the stabilization trend

occurring from September 1999 to January 2000.
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First Project RV By Month
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Figure 9 First Project RV by Month

2. Second Project

The RV plot shows 0% for a software release that was at the end of its
development cycle (figure 10.) This indicates that the new functionality requirements
had been refined, corrected, and completely stabilized. The higher RV data is at the
beginning ‘of a new software réiease where new functionality (C2, SMI and vehicle
diagnostics) requirements are being refined in design. The second chart (figure 11)
shows RV within build 2, but broken down by month, to explain why the trend up
occurred. As discussed in the bi-dimensional plot, the BR and DR plotted into the stable
region. Traditional volatility data only indicates trends over time; it gives no guidelines
on how to objectively assess project health. As with the bi-dimensional plot data,
volatility data in the hands of managers who do not understand Total Quality

2 - - -
Management Theory'? can result in chasing variance and 2 waste of resources.

" W. Edward Deming, Qut of the Crisis (MIT Press Nov 1989) 309
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Second Program RV plot for 2 Builds
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Figure 10 Second Project RV Plot Builds 1 and 2
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C. THE CX METRIC CALCULATION

1. The Data Collection Method

Since this was a post mortem application of the Nogueira model, we had to devise
a means to collect the required “Operators, Data Streams, and Abstract Data Types” data
for input to the Large Granularity Complexity (LGC) metric. As we did not have
anything like Prototype System Description Language (PSDL)" or a Directed
Hypergraph, we could not count Operators, Edges, and Data Streams, as you could
utilizing a tool like the Computer Aided Prototyping System (CAPS.)™ Therefore, we
came up with the following method to count certain entities in the Ada source code that
represented Operator, Data streams and Types. In essence, we took a representative
sample of our project’s Ada source code and performed an analysis of it. We determined
that words in the source code like PROCEDURE, TASK, and PACKAGE, represented
“Operator” (O) entities, and TYPE represented “Type” (T) entities and MESSAGE
represented “Data stream” C)) entities. = We further surmised that a count of
PROCEDURE, TASK, PACKAGE, TYPE and MESSAGE for our particular domain
would get us an accurate enough count for input to thé Nogueira model. Since our host
system was UNIX based, we decided to use a UNIX “grep” command to extract the data.
We 'used the form:

grep —i ‘string’ *.ada | wc —w

Where ‘string’ is replaced by the word to be looked for i.e. PROCEDURE,

TASK, PACKAGE, TYPE, and MESSAGE etc., and wc is the word count by
word —w.

12 Luqi et al., Computer Aided Prototyping System (CAPS) for Heterogeneous Systems Development and
Integration (Naval Postgraduate School, 2001) 1-13

1 Lugqi et al., Computer Aided Prototyping System (CAPS) for Heterogeneous Systems Development and

Integration (Naval Postgraduate School, 2001) 1-13
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We were allowed access to the developer’s Ada source code library on the UNIX
server with read only permissions. We accessed the directories by Computer Software
Configuration Item (CSCI) name. For each CSCI, we ran the grep command 'for.
PROCEDURE, TASK, PACKAGE, TYPE, and MESSAGE on all associated Ada files.
We then totaled all the counts and obtained the Operators (O), Data Streams (D), and the
Abstract Data Types (T). The O input consisted of the combined counts of
PROCEDURE, TASK, and PACKAGE. The D input consisted of the total counts of
MESSAGE. And the T input consisted of the total counts of TYPE.

D. FIRST PROJECT

CX- (Complexity in LGC=0+D+T) LGC - Large Granularity Complexity

For the total, all build 3 Computer Software Configuration Items (CSCIs), were used to

determined the following counts:

O = Operators D = Data Streams T = Abstract data types | LGC =O+D+T

841 total operators | 1468 total data streams | 483 total Data Types 2792

E. SECOND PROJECT
CX- (Complexity in LGC=0+D+T) LGC— Large Granularity Complexity
For the total, all five Computer Software Configuration Items (CSCIs), were used

to determined the following counts:

O = Operators D = Data Streams T = Abstract data types | LGC =O+D+T

2544 total operators 4010 total data streams | 1003 total Data Types 7557
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VL.  COMPARISON OF OUR LGC AND KLOC VERSUS THE NOGUEIRA
ESTIMATED LGC AND KLOC

In order to validate the Nogueira model, we used the Nogueira LGC average of 40
LGC/KLOC" for comparing our two project’s LGC calculations. For consistency, we-
used the same standard that Dr. Nogueira used, non-commented source lines of code.
The calculation and comparison are as follows:
A. FIRST PROJECT

LGC calculation was LGC=841+1468+483=2792. This equates to an average of
35.4 LGC/KLOC (98958/2796=35.4 LGC/KLOC) as compared to the average of 40
LGC/KLOC detcrmined-in the Nogueira dissertation (KLOC=2792*40+150=111830).
This represents a delta of 11.5% (35.4/40=.885 Therefore 1-.885=.115*100=11.5) We
feel this is close in correlation and is within the margin of error of this Thesis given the.
constraints and uncertainty of applying this method post mortem as stated in our
conclusions. We believe this validates this part of the model within the range of this
Thesis’ data. However, additional research is being conducted and opportunities exist to
validate the Nogueira formal method beyond the scope of this paper, i.e. the, simulation
work being conducted at NPS using Vite’ project.
B. SECOND PROJECT

LGC calculation was LGC=2544+4010+1003=7557. This equates to an average
of 38.03 LGC (287419/7557=38.03 LGC/KLOC) as compared to the average of 40
LGC/KLOC determined in the Nogueira dissertation (KLOC=7557*40+150=302430).

This represents a delta of 5.00% (38.03/40=.950 Therefore 1-.950=.050*100=5.00). We

35




feel this is very close in correlation and is within the range of the margin of error of this
Thesis’s data, and validates this part of the model.

We also noticed that the Nogueira model estimated KLOC was within 11.5% for
our first project and 5% for our second project (figure 12.) Because of such a close
correlation, we are recommending that future research be done to validate and refine our
grep search method when extracting out Operators, Data Streams and Abstract Data
Types, and then used to calculate LGC that in tum is used to estimate KLOC per Dr.

Nogueira dissertation.

KLOC=LGC*40+150

Actual KLOC vs Nogueira Estimated KLOC
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Figure 12 Actual KLOC Verses Nogueira Estimated KLOC

b1 Nogueira, “A Formal Model for Risk Assessment in Software Projects,” Software Engineering
Department Naval Postgraduate School Ph.D. Dissertation, September 2000: 130
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VII. THE EF (EFFICIENCY) METRIC ASSUMPTION

For our selected projects, we have assumed a “high” efficiency rating: >= 2. it
Wwas necessary to make an assumption because of the lack of data needed to analyze and
calculate an EF. That kind of data was not collected at the granularity needed for ourl
research and is due in part to the contractor not knowing what specific types of data
needed to be collected to provide input to the EF metric. Further, it was reasonable for us
to assume a high EF since the contractor was at SEI CMM level 3 and Requirements
Volatility (RV) was low indicating stable process and high efficiency. That said, more
detailed sp'eciﬁc explanations of our assumption for each of the two projects follows:
A. FIRST PROJECT

This high EF assumption is made since at the end of build 2, prior to the
‘beginning of build 3, radical action was taken by the project management to stabilize and
control the requirements volatility, schedule, and cost. In éddition, with the deferring of
the BIT Diagnostics to build 4, the design and subsequent code was less complex.
Further, by this time, the Systems Engineering and Software Engineering had matured
their processes via SEI CMM level 3 methodologies, and had a solid understanding of the
domain thereby significantly decreasing Requirements Volatility and consequently
increasing their efficiency and productivity by the start of build 3.
B. SECOND PROJECT

This high EF assumption is made in view of the fact that the developer and
customer had formed a cohesive Integrated Product Team, (IPT) which assured
collaborative communications happened between Systems Engineering, Software

Engineering, and the customer. This mutual flow of communications provided a boost to
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efficiency by mitigating unknown changes made by either Systems or Software
Engineering, thereby increasing productivity while decreasing re-work. In addition, the
developer had stabilized their staffing resource, matured their processes via SEI CMM
level 3 methodologies, and had a solid understanding of the domain. This is reflected in.
the low and consistent Requirement Volatility calculations and therefore, we believe it is

logical to assume a high EF.
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VIII. PREDICTED PROBABILITY OF COMPLETION VERSUS ACTUAL
TIME TO COMPLETE

A. PREDICTED VS ACTUAL TIME TO COMPLETE FOR PROJECTS

1. Kirst Project

We used our Nogueira Model MS Excel spreadsheet tool to calculate the
Probability of completion curve for the projects. For consistency, we used working days,
defined as 22 days per month, the same as used by the Nogueira model; we also chose to
use 22 working day intervals for our chart. We then computed and plotted the Probability

of Completion versus Time in days chart {figure 13.)

First Program Probabilility to Complete
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Figure 13 First Project Probability to Complete

The model predicted that the minimum time in days necessary to have a
probability of completion of 100% is approximately 260 working days. When compared
to the actual time it took, which was 336 working days, the model predicted completion

sooner. The Model predicted 76 working days less, or a 22.6% delta. (1 -




(260/336))(100)= 22.6. At this point, with 22.6% variability, we decided to investigate
and see what the original estimated completion date was from project records. }‘he
original estimation was 200 working days, with the project schedule slipping 136
working days for build 3. The developer missed the original completion estimation by A
40.5%. (1- (200/336))(100)=40.5. The Nogueira model missed the developer’s original
estimate by 23.1% (1-(200/260))(100)=23.1 (figure 14.) Does this mean that the
Nogueira model is too optimistic as are most developers’ estimates, or is it a better fit?
This data point leaves us with an inconclusive position as to the validation of the model
against the first project. It appears that there is a difference when using real projects with

real data versus simulated project data, and this reflects what the real world is —

unpredictable.
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Figure 14 First Project Model Predicted Completion

2. Second Project

We used the Nogueira Model MS Excel spreadsheet tool to calculate the
Probability of completion curve for Build 2 using; BR=2.59, DR=3.04, RV=5.63,

0=2544, D=4010, T=1003. The model predicted Impossible (figure 15.)
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Figure 15 Second Project Model Predicted Completion

Actual time for build 2 took from 4/24/00 until 7/10/00 or 68 working days at 22
working days a month. We believe this inconsistency is due primarily because the O, D,
and T counts are based on all six CSClIs, as diséussed previously in III.C.1. Candidate
project two.  Core functionality on three CSClIs, Fire Control, (FC), System Manager
Software, (SMS), and Operating Environment, (OE) had been developed and validated.
The builds during this period, involved addition of functionality to the following CSClIs:
Command and Communications (C2), and Soldier Machine Interface (SMI), Vehicle

Diagnostics Management System, (VDMS). That is, build 2 was modifying only a
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portion of the total software system code, but the O, D, and T data gives a view of all six
CSCIs combined. It was not broken down into separate CSCIs, nor does it, post mortem,
identify the code that was being worked in a previous software release. We cannot fault
the developer for not collecting metrics for research concepts that they are not aware of,
nor do we believe that this type of data collection is a requirement of CMM level 3.

A finding of this research is the need to adjust the CX when applying the
Nogueira model to evolved projects that are developing or enhancing only a portion of
their CSCIs. And for accurate counts of the O, D, and T data, the CSCIs must be
segmented such that you can do a LGC calculation for only the code that is being
developed. This project did not utilize a lower case tool such as Rational Rose. We
believe use of such a tool is essential when attempting to apply the Nogueira formal
model, as it provides the capability to collect detailed information, over the software
development lifecycle, that can later be extracted and used for input to the Nogueira

model metrics.
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IX. THE COMPARISON OF KLOC - ACTUALS VERSUS NOGUEIRA
ESTIMATED

A. FIRST PROJECT

In order to validate the Nogueira model, we used the Nogueira KLOC estimation '
algorithm16 for converting our LGC calculations into KLOC. The conversion is as
follows: KLOC=(40(LGC)+150)/1000. Therefore KLOC for our first project is
calculated by ((40%2792)+150)/1000=111.8KLLOC. When compared to the actual KLOC
counts of our project, we observed a difference of 11.5%. 98958 (actual KLOC)/111830
(Nogueira estimation)=.885 1-.885=.115 or translated, implies a difference of 11.5%.
We believe this is suitable for a rough comparison as our LGC count, that directly
impacts the Nogueira method, was determined in a manual data collected manner and so
subject to more variability than if done by automated methods. We believe that if given
an absolute way to count Operators, Data Streams and Data types in our projects, the
comparison would have correlated even closer. As such, for the purposes of our Thesis,
this more or less validates this part of the model.
B. SECOND PROJECT

In order to validate the Nogueira model, we used the Nogueira KLOC estimation
algorithm for converting our LGC calculations into KLOC. The conversion is as follows:

KLOC=(40(LGC)+150)/1000. Therefore KLOC for our second project is
calculated by ((40*7557)+150)/1000=KLOC, or 302.43. When compared to the actual
KLOC counts of our project, we observed a difference of 5%. 287419 (actual

KLOC)/302430 (Nogueira estimation)= 1-.950=.050 or translated, implies a difference of
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5%. We believe this is good correlation for a comparison as our LGC count, that directly
impacts the Nogueira method, was determined by manual means of collection and not
automated as stated previously. As such, for the purposes of our Thesis, it validates this

part of the model within our data’s range and margin of error.

€3.C. Nogueira, “A Formal Model for Risk Assessment in Software Projects,” Software Engineering
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X. CONCLUSIONS

We found the Bi-dimensional plot a profoundly simple and useful tool to visualize
the effects of volatility to assess and verify the health of a project and the effects of
project activity. We believe the Bi-dimensional plot has the potential to improve a
project’s ability to more effectively assess volatility data. We believe its use should be
tempered with an understanding of the nature of variation'’, the project, and its processes.
We found that on both projects it gave fair reflections of project events and processes.
We believe the Bi-dimensional plot should be used as a rule of thumb tool to help
ascertain the effect of project events and actions. On these projects the tool was applied
manually. For it to be most effective, it should be implemented with automated CASE
tools otherwise the information’s timeliness would be useful only for post mortem studies
such as this. Although this Bi-dimensional plot appeared to be accurate we believe it
unlikely that a single control limit of 10% for Birth Rate and Death Rate defining
growing, volatile, shrinking, and stable requirements will adequately represent all
software development projects. Opportunities for future research would be to apply the
Bi-dimensional plot to additional projec;ts and software releases to further validate and
develop the Bi-dimensional plot control limits that define the growing, volatile,
shrinking, and stable regions of the graph. Families of Bi-dimensional plots with control
limits for various project types could be developed or a methodology to establish control
limits for specific applications could be developed.

We believe a pilot application of the Nogueira model to real projects to

demonstrate and validate its risk management capabilities is the next logical progression.

Department Naval Postgraduate School Ph.D. Dissertation, September 2000: 128
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This effort demonstrated that the Nogueira model can be applied to real projects,
in various development phases, and correlated with actual project results.

This effort demonstrated that the Nogueira model couldn’t be applied to an
evolved project where the development involved modifying only some of the products .
CSCI’s and modules. For calculating LGC we only had visibility of the entire product.
We were not able to isolate and count the CSCI being modified. We were only able to
count O, D, & T for the entire product, which gave us an erroneous prediction of
“Impossible” in a time frame where we had accomplished a build. This resulted in an
inability to make a prediction with any confidence for the predicted probability of
completion utilizing the Nogueira model. We believe this is due to the data available not
being sufficient; this is not a failing of the developer or the Nogueira model; it does
present opportunities to develop what must be in plaée to successfully apply the Nogueira
model.

From this we have learned that applying the Nogueira formal model to evolved
systems poses additional challenges. Adequate metrics may not be available, visibility
and segmentation of the code product may not exist to allow counting only the modules
that were modified.

We believe the Nogueira formal method is at a level corresponding to a CMM
level 4 organization. Applying the Nogueira method to organizations below CMM level
4 will likely involve introducing new methods and maturing existing processes and

metrics gathering thereby injecting additional overhead in the form of a learning curve.

"7 W. Edward Deming, Out of the Crisis (MIT Press Nov 1989) 309
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We believe that attempting to apply the Nogueira method to organizations below

CMM level 3 is inadvisable due to the discipline of continuously collecting and using

metrics, (processes are measured and controlled), not being enforced and mandatory until

a developer is at CMM Level 4.

A lesson leamed from Thesis effort is that we are proposing to modify the project
selection criteria to the following:

e The projects are DoD development projects utilizing the Software Engineering
Institute’s (SEI) Capabiligy Maturity Model (CMM) with a minimum of level 3,
preferat;ly level 4.

e Preferably the projects are early in their development. Evolved systems present
challenges calculating LGC when only a portion of the product is being developed
and modified. This may be less of a problem jf metrics can be applied to
design/modeling notations rather than code and if previous versions are available so
that differences can be calculated.

e CASE tools are used to facilitate the implementation of automated scripts to give
counts of Operators (O), Data Streams (D), and Abstract Data Types (T).' For
evolved systems the source code should be segmented to isolate the code modules
being modified to count O, D, and T.

¢ Volatility data needs to be collected consistently and uniformly.

* The projects utilize the lifecycle phases of an evolutionary development.

e The project uses Object-Oriented Methodology (OOM)

e The project is Coded in Ada

e The software is real-time embedded
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We found that applying the Nogueira Model post mortem, on projects, not
developed with CAPS or PSDL'8, presented intellectual dilemmas that impart a level of
uncertainty as to the completeness and accuracy of the data we collected to calculate
LGC. Because the Nogueira Model introduces the concept of LGC, one cannot expect
that projects developed without knowledge of it would do all that is possible to capture
all of the data to calculate LGC.

From this application of the Nogueira Model, post mortem to projects, we have
concluded that it must be recognized that the results have an undetermined level of
uncertainty because we cannot ascertain post mortem, all of the streams or the intellectual
nuances the developers created, especially in handcrafted code. This mi ght change in the
future as advances are made in auto code generation techniques, similar to those in
CAPS.

We found this research project proved to be interesting as well as valuable in
identifying unexpected model effects in areas not previously explored. Preferably,
application of this model will be to projects at the beginning where the project can be
prepared to more completely capture th; necessary data to calculate LGC and estimate
uncertainty more accurately. Further, since the model has had very limited exposure to
real projects, we suggest it be distributed to the software engineering community at large,
in essence, private industry and within Government at entities like NASA, and other DoD
components for their use and feedback.

When we had sufficient data we found that the Nogueira model correlated well in

some areas and not so well in other areas. It seemed to correlate well, within a 10%

'® Computer Aided Prototyping System, Naval Postgraduate School, Luqi, Berzins, Shing

50




variability range when compared to average LGCs per KLOC. It also correlated well
within a 10% variability when compared to LGC calculated and average LGC per the
Nogueira dissertation.

Unfortunately when we applied the model to our projects the end results were‘
inconclusive as to the validation of the model. Our variance from the model by
approximately 22.6% to 23.1% put us in a position of indetermination as to how well the
model will work in the real world.

Therefore in conclusion, the application of this model must be >planned and
applied to projects and organizations that have the sophistication and metrics available to
accurately assess its value. Additional applications of this model, post mortem, could
help evolve and refine the model’s application criteria and methodology, and further

validate its use in software development.

51




THIS PAGE LEFT INTENTIONALLY BLANK

52




XI. FUTURE RESEARCH

A. UNIX GREP METHOD

It appears that the method we created, the “Unix Grep search method”, is a viable
method for use in extracting and counting Operators, Data Streams and Abstract Data
Types from source code when a tool such as PSDL and CAPS is not available or used on
a project. This method can be used on any project hosted on a UNIX operating system.
It can be customized for any implementation language used on a project simply by
making a determination of what entities in the implementation language represent
Operators, Data Streams and Abstract Data Types and then placed in the grep search
string.

From our limited research of just two software projects, we were able to get very
good correlations from 5 to 11.5% when comparing actual KLOC to that estirﬁated by the
Nogueira model using input from our grep search method. However, further research

using this method would be needed to prove out our supposition.

B. SYNTACTIC WORD SEARCH AND AUTOMATION

Using the grep search method and the appropriate syntax for an implementation,
-automation of the search script could be accomplished. This would, if proved out, create
a fast and efficient way to count and total Operators, Data Streams and Abstract Data
Types from source code for automatic feed into the Nogueira model metrics to calculate
LGC. This method could be directly linked into our Norgueira model MS Excel

spreadsheet tool. We believe this would be very useful, and a topic of future research.
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C. BI-DIMENSIONAL PLOTS

Opportunities for future research would be to apply the Bi-dimensional plot tb
additional projects and software releases to further validate and develop the Bi-
dimensional plot control limits that define the growing, volatile, shrinking, and stable
regions of the graph. Families of Bi-dimensional plots with control limits for various
project types could be developed or a methodology to establish control limits for specific
applications could be developed. Additionally, future work with the bi-dimensional plot
could help demonstrate and make generally known the benefits of stabilizing tﬁe core

product.
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APPENDIX A - ACRONYMS AND ABBREVIATIONS

BIT Built In Test

BR Birth Rate

C2 Command and Communications

CAPS Computer Aided Prototyping System
CASE Computer Aided Software Engineering
CMM Capability Maturity Model

CR Change Rate

CSCI Computer Software Configuration Item
CX Complexity

D Data Streams

DoD Department of Defense

DR Death Rate

EF Efficiency Factor

ERB Engineering Review Board

FC Fire Control

IPT Integrated Product Team

KLOC Thousand (K) Source Lines of Code
LGC Large Granularity Complexity

NASA National Aviation and Space Administration
NPS Naval Postgraduate School

o Operators

OE Operating Environment

OoOM Object-Oriented Methodology

PCR Problem Change Requests

PSDL Prototype System Description Language
RTM Requirements Traceability Matrix

RV Requirements Volatility

SEI Software Engineering Institute

SMI Soldier Machine Interface

SMS System Manager Software

T Types (Abstract Data Types)

VDMS Vehicle Diagnostics Management System
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